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Abstract. The prevalence of Machine Learning (ML) in computing is
rapidly expanding and ML systems are continuously applied to novel
challenges. As the adoption of these systems grows, their security be-
comes increasingly important. Any security vulnerabilities within an ML
system can jeopardize the integrity of dependent and related systems.
Modern ML systems commonly encapsulate trained models in a com-
pact format for storage and distribution, including TensorFlow 2 (TF2)
and its utilization of the Hierarchical Data Format 5 (HDF5) file for-
mat. This work explores into the security implications of TF2’s use of
the HDF5 format to save trained models, aiming to uncover potential
weaknesses via forensic analysis. Specifically, we investigate the injec-
tion and detection of foreign data in these packaged files using a custom
tool external to TF2, leading to the development of a dedicated forensic
analysis tool for TF2’s HDF5 model files.

Keywords: File Forensics · Machine Learning · HDF5 · TensorFlow 2

1 Introduction

Modern software systems are increasingly employing Machine Learning (ML) for
various types of tasks. The success of ML has been demonstrated in problems
such as image recognition, outcome prediction, process automation, and various
other problems [21]. With these accomplishments, it is no surprise that a high
volume of research and innovation has been conducted in this area in recent
years. Unfortunately, an explosion of success for a complex field of computing
can leave security blind spots in systems that use it.

Platforms such as TensorFlow 2 (TF2), PyTorch, and other similar libraries
have been extensively crafted specifically for ML model design and implementa-
tion. These platforms have made the ML space much more generally accessible,
allowing individuals to contribute to this space without a deep knowledge of
related mathematics. Many of these platforms have also been built to allow for
a pre-trained ML model to be exported in certain file formats. This positively
impacts the ease-of-use and accessibility of a model since the process of model
training can be a resource-intensive and time-consuming process. If the goal of an
individual is to immediately utilize a pre-trained model, however it is delivered
to them, then this is the most effective way to do so.

An important note for this convenience is that TF2 models are translated
into live Python code. Importing a pre-trained model into the TF2 library loads
the contents of the file and initializes data structures into memory based on the



file contents. The TF2 documentation aptly warns that all use of TF2 models
and code should be properly vetted prior to use due to this translation to live
code [11]. Although it would be ideal for all users to follow the security measures
advised and manually review the TF2 models with prejudice, not all users or
hosts of these models will follow this advice every time.

Taking into account the previous safety advisory, it is also significant to
acknowledge the lack of verification tools for the TF2 Hierarchical Data For-
mat 5 (HDF5) files. The HDF5 format has several documented exploits that
have been recorded in the Common Vulnerabilities and Exposures (CVE) sys-
tem maintained by MITRE [9]. Among these CVEs there are many issues that
allow for exploits such as a Denial-of-Service (DoS) attack or an out-of-bounds
memory read on a system attempting to parse a HDF5 file. There are also CVEs
describing exploits of HDF5 that can lead to the execution of arbitrary code on
a system, with multiple CVEs of this type recently documented.

With the ability to package and distribute models to various users of a ML
platform, a malicious actor could exploit a user’s lack of verification to carry out
an adverse attack using known or unknown vulnerabilities of the HDF5 format.
The TF2 library also lacks explicit verification tools for some HDF5 model file
that has been passed to the platform for loading. The lack of focus on verifying
HDF5 model files opens the possibility of using them as a viable vector of attack.

Exploring the verification of model files for ML systems is useful for the
security of these systems. Although the research targeting the front end of these
systems (training process and trained running models) is broad [20, 40, 41], the
research at the back end of the system (library and model files themselves) is
lacking. The use of these systems is not going to disappear and shows only higher
levels of use every year [21]. Attacking these systems from all possible sides to
make them more robust is a necessity to prove their security for the future.

Challenges to this goal include the obfuscation of model files that these frame-
works introduce and non-exhaustive documentation on how these model files are
structured behind these obfuscations. Another primary challenge beyond the full
analysis of the model file structure is understanding what constitutes a recog-
nizable and detectable security risk in these files. The goal of this paper is to
explore the back end of these systems more directly and to analyze the security
threats that exist on the back end side of these high-usage ML frameworks.

With the work presented in this paper, the following contributions are made:

– This work serves as the primary account for file forensics and data injection
into the HDF5 format, presenting a novel approach to analyzing the secu-
rity of machine learning libraries from this perspective. This contribution
highlights the research’s originality and significance.

– The MLT1 tools are developed for this work for analyzing and injecting data
into TensorFlow HDF5 files. These tools provide practical solutions for exam-
ining the structure, and injecting data into HDF5 saved models. The public
availability of these tools enhances the reproducibility and applicability of
the research.
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– The structure of the HDF5 saved model is examined, delving into its internal
organization and layout. This analysis contributes to a deeper understanding
of the structure and functioning of the saved model.

– The file size of HDF5 packages is examined, establishing a correlation be-
tween the size and trainable parameters. This investigation sheds light on
the factors influencing file size and provides insights into features that can
identify injected data within the HDF5 files.

– Data injection into HDF5 model files is explored, and the persistence of the
injected data is analyzed. This experimentation investigates the robustness
and integrity of saved model files when subjected to data injection, offering
valuable insights into potential vulnerabilities or risks of data manipulation.

The rest of the paper is organized as follows: In Section 2, we provide back-
ground information and in Section 3 we review related work. Section 4 presents
our methodology and Section 5 showcases the results obtained. Furthermore, in
Section 6, we introduce our tool, describe its usage, and provide details of its
forensic evaluation. Lastly, in Section 7, we discuss the implications of our work
and present our concluding remarks in Section 8.

2 Background

2.1 HDF5

HDF5 is a file format specifically designed to store large amounts of variable data
in a single package [18]. It is comparable to a relational database table in terms of
organization and structure of data within the larger HDF5 file. The HDF5 format
has two main types of objects defined in its specification: Datasets and Groups.
A Dataset is a multidimensional array of data with a variable shape. A Group is
a folder-like container which can hold other Group and Dataset objects. Every
Group object is capable of having zero or more Group and Dataset items inside
of it, with no maximum limit to how many of these an individual Group stores.
These structures allow data within an HDF5 file to be organized hierarchically.

Figure 1 shows the relation mapping of a Group. In terms of class relationship,
a Group has zero or more children of Group and/or Dataset objects. A Dataset
is a terminal object with no children.

The format of a Group data structure in HDF5 is highly variable and is
capable of nesting many layers of Groups within each other. A single Group
structure is allowed to contain any number of nonterminal Group structures
inside of it, as well as any number of terminal Dataset structures. The ability
to deeply nest Groups within each other and organize complex information in
a folder-like hierarchy draws those dealing with large amounts of data to the
HDF5 format.

An HDF5 file has a Root Group that acts as a top-level container for all
other data inside the file, which is the parent for all other Groups and Datasets
in the file and the starting point for any operations performed in an HDF5 file.
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Fig. 1: The HDF5 Group class relationship diagram. This diagram shows that
for every one Group, any number of Group and Dataset items can be stored
inside of it from zero to an arbitrary amount.

This hierarchical structure is the only guarantee for every HDF5 file, with all
other requirements left to the developer.

HDF5 files also have the ability to add Attributes in a file. An HDF5 At-
tribute is a piece of metadata associated with a Dataset or Group in the file. It
is a name-value pair that provides additional information about the data in the
file. TF2 uses Attributes for certain information about a model’s settings and
constraints it was created under, such as versions of libraries.

2.2 CVEs for HDF5

CVE-2016-4330, CVE-2016-4331, CVE-2016-4332, and CVE-2016-4333 demon-
strate error-checking issues that have existed in the HDF5 library [1–4]. Several
exploits are possible due to a lack of bounds checking for Dataset fields in various
contexts. Each of these CVEs has a different mechanism of exploitation, but all
lead to heap-based buffer overflow and read / write outside the bounds. If used
properly, these exploits allow the execution of arbitrary code in a system.

There are also recent CVEs that show exploits that allow the execution of
arbitrary code. The vulnerabilities documented by CVE-2022-25942, CVE-2022-
25972, and CVE-2022-26061 show recently documented exploits of the format
similar to those from 2016 [5–7]. In these particular CVEs, it is shown that
providing a malicious GIF file for conversion to the HDF5 format can similarly
trigger arbitrary code execution on a system through heap-based buffer overflow
and out-of-bound read/write.

If the target of these overflow attacks is not specific, all of these CVEs dis-
cussed could be used for purposes of a system crash or DoS attack through
memory corruption of a system. The similarity of the vulnerabilities from years
2016 and 2022 shows the security drawbacks of this flexible file format. Although
HDF5 is particularly great for scientific data of arbitrary types and sizes, it is



a prime target for security exploits such as those described. This collection of
CVEs shows that HDF5 has a record of security issues that allow malicious
exploitation of the format.

3 Related Work

ML is frequently used in modern software. Advancements in Deep Learning (DL)
allow robust training with large amounts of data for recognition and detection
problems, producing high accuracy and precision results [22]. While the number
of applications for ML grows, understanding the security risks that come from the
widespread use of these highly black-boxed algorithms is still an open research
area [14,23,41].

3.1 ML for Security

The use of ML in cybersecurity research has become more common in recent
years [14,15]. The use of these methods is positive for general security provisions,
but also introduces new security risks through the ML model itself [14, 17].

In recent research, ML has been widely used for network monitoring and
security applications [17,25,30,32]. As cloud computing services have increased in
use, ML has also become useful in securing these large-scale networking systems
[31]. These methods are used in Internet of Things (IoT) devices for applications
such as verifying the authenticity of requests and detection of intrusion in a
secured network of IoT devices [12,16,17].

3.2 Security of ML

ML continues to increase in use for applications in all areas of computing [21,37].
An unsecured attack vector of an ML application implicitly affects every sys-
tem where it is used, making this a topic of high interest for security research
[13, 14, 41]. If a successful attack is executed, it can completely disrupt a sys-
tem’s continued functionality when a ML system is a critical front-line service.
Research in identifying new attack surfaces and verifying the security of ML
models has shown that while the proven disruption of front-end live models is
highly effective, the back end of these applications could be just as effective for
attack [8]. Although the efficacy of ML models in many applications is high, there
is a constant battle against attacks targeting a ML model during live use [13].
Adversarial classification attacks aim to cause an incorrect classification in a ML
system [24]. The development of ML model verification tools is one of the av-
enues explored to protect against this type of attack [26,29]. These tools analyze
a model directly and evaluate susceptibility to adversarial examples and other
common attacks similar to them.

A less detectable attack vector, such as a backdoor attack, threatens the
security of a system and remains difficult to protect against, even with the veri-
fication of a model. This attack is often accomplished by inserting a static visible



trigger to create a classification backdoor in a ML model. This backdoor inten-
tionally causes an incorrect classification from the system when this trigger is
encountered during live use of the model [20, 38]. Further research on this has
explored creating dynamic and highly obfuscated triggers, making detection of
this attack more difficult [28,36]

The security of users and understanding how ML models affect the privacy
of individuals and systems is also of concern [33]. The level of advancement that
ML has offered for scientific applications has overshadowed research into these
security issues [40].

3.3 File Forensics

Even though ML models are complex systems, storage of a model architecture
and inference weights is done in a regular file. Because of this, understanding the
file structure in these models can be stored in is very important for the security
of the files themselves.

Research in file forensics and data extraction covers carving fragments of data
with little file system knowledge [34] to analysis of complex file formats. Analysis
and carving of the RAR archive format demonstrate the task of taking portions
of a highly variable format and extracting its information dynamically [39].

The HDF5 data model is a non-relational container consisting of highly vari-
able arrays and groups of data [18]. While HDF5 is an open source format [27],
security research on the analysis of ML models packaged in this format is lack-
ing. The highly dynamic nature of HDF5 makes it flexible for use across different
frameworks with a single format, including the popular frameworks TensorFlow
and PyTorch [35].

4 Methodology

The methodology of this paper is as follows:

– Analyze and understand the TF2 HDF5 format.
– Analyze file sizes to identify how much information can be hidden.
– Inject information into the HDF5 file directly with Python.
– Analyze the success of file modification and data persistence.
– Create a dataset of ML HDF5 files to inject information into.
– Test for the detection of injected data that is not part of the original model

file in these HDF5 files.

The HDF5 files in this experiment were initially created directly through
the TF2 library by training and saving a completely new Convolutional Neural
Network (CNN) model. They are then examined and manipulated using the h5py
Python library [10]. TF2 also utilizes this library for the creation and saving of
HDF5 files in Python. While the same tools are being used and the exporting
process in TF2 is well defined, the documentation on the exported file’s structure
is slim.



4.1 TF2 HDF5 File Structure

HDF5 is a well-understood file format with extensive documentation for its base
enforced structure and data types. However, as previously discussed, any enforce-
ment and file structure beyond the specification is an implementation decision
for every use case. In the context of TF2, the specific structure of the HDF5
files used by the system is not clearly laid out in the given documentation and
deserves further investigation. The basic principles of HDF5 must apply to TF2
HDF5 files, but the exact layout and organization of the data within them of-
ten differ from other uses of HDF5. Manipulation of the data contained within
these files will not be possible without a good understanding of how the files are
structured for TF2. This means that it is quite important to carefully examine
these files to see how they are structured and why.

Algorithm 1 HDF5 File Structure Traversal

1: Define S ▷ S - Global string for file structure
2: function Traverse(F ) ▷ F - HDF5 File
3: if F is an instance of Dataset then
4: Append S with Name(F ) and Shape(F )
5: else if F is an instance of Group then
6: Append S with F
7: for childF in F do
8: Traverse(childF )
9: end for
10: end if
11: end function

Algorithm 1 shows the process used to extract the structure from an existing
HDF5 file. The Groups of the HDF5 structure are recursively opened through a
traversal algorithm. Each Group opened is recorded recursively

, and the Datasets inside of each are recorded in the structure. This allows
the file system-like structure of the file to be fully discovered. Once this process
is completed, all existing Groups and Datasets in a file will be correctly identified
and placed in the logical hierarchy of the file without the need to load the file
into TF2.

4.2 HDF5 File Size

After training a model and exporting it to the HDF5 format, file size can be
significantly different. The fields for a basic model without custom objects will
have the same file structure, but can have significant differences in file size if the
complexity of the models differs. Testing is performed to analyze whether a CNN
with different numbers of trainable parameters has a noticeable size difference
once exported. The goal of this is to find whether the disk size of an exported
HDF5 file is strongly correlated with the trainable parameters of a ML model.



If this correlation is demonstrable for CNN models of different sizes, then an
analysis of the expected file size versus the actual file size is possible. If a file
has a noticeably larger file size than what is expected based on its parameters,
then file tampering could be detectable simply by analyzing the file size.

4.3 HDF5 Information Injection

save_model
model.h5 Intercept modified_

model.h5

Fig. 2: Workflow of the HDF5 injection process.

Figure 2 demonstrates the workflow of passing a valid HDF5 file as input to
the tool and receiving a modified file with the injected data as output. Injection
of information into HDF5 files takes place after training and saving a model
using normal methods with TF2. The library will produce the saved model file
in HDF5 format, which will be intercepted, and unwanted information will be
injected.

This process is easy to imagine as viable when model files are produced and
distributed in mass. The practice of training models with expensive resources
and distributing a packaged model for others to use is a common practice in the
ML research and professional space. Intercepting one of these files and modifying
its contents would not receive more scrutiny than any other file in an extensive
collection of HDF5 packaged models.

5 Results

5.1 TF2 HDF5 File Structure

Table 1 shows the structure of a HDF5 file created through the TF2 library. At
the top level Root Group, there are four H5 Attribute fields and two Group fields.
After a model has been trained through the library and saved, the outputted
model file will have these fields available. Any of the training and validation used
for the creation of model weights is not saved in this exported model format.
Any of the training and validation data used to create this trained model must
be exported separately.

The H5 Attribute data shown in this structure is metadata that is compiled
by the TF2 library during a model save. When an HDF5 file structure is more
manually structured by a developer, they will most likely be organizing and



Table 1: TF2 HDF5 Format

TF Saved Model HDF5 Format

Field Datatype

model weights H5 Group

optimizer weights H5 Group

backend H5 Attribute

keras version H5 Attribute

model config H5 Attribute

training config H5 Attribute

adding their own H5 Attribute fields. This is not the case with the TF2 HDF5
file structure, however. The developer of the model will not be adding extra H5
Attribute fields manually into this outputted file.

The optimizer weights Group will only be present in a TF2 HDF5 file if it
is a trained model. If the file is saved from an untrained model where the compile
function is not run, this field will not appear in the file. If the model has custom
objects that must be saved along with the standard architecture and inference
weight information, the file may have other structures added to it that are not
shown in this diagram.

TF Saved Model HDF5 Format

model_weights Group

optimizer_weights Group

H5 AttributesInjected
Attribute

Injected
Group

Injected
Dataset

Fig. 3: Positions for injecting more data into TF2 HDF5 packages.

Figure 3 gives a high-level view of where data can be injected particularly
into the TF2 HDF5 format. When considering the options available to malicious
actors when trying to exploit HDF5, there are three things that can be injected
into any HDF5 file. The injection of attribute or lone Group data into a HDF5
file historically does not have highly disruptive issues like the injection of Dataset



data. The CVEs discussed that allow arbitrary code execution are all caused by
conversion of information to a Dataset.

5.2 HDF5 File Size
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Fig. 4: File size grows linearly with increasing trainable pa-
rameters. Blue dots indicate MNIST-trained CNNs and red
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Fig. 5: File size of a ResNet50 neural network, trained to
recognize hand sign numbers 0 to 9 akin to MNIST, experi-
ences linear growth.

As the complexity of a ML model increases, the number of trainable parame-
ters in a model increases to larger and larger sizes. The higher model complexity
and the larger number of inference weights carry over to the size of a generated
HDF5 file when a model is saved. Additional fields that are created for use or
injection will also take up more space than would be expected when saved to
the TF2 HDF5 format. Figure 4 shows the relationship between the increase in
trainable parameters of a CNN model and the saved HDF5 file size. The number
of trainable parameters for the CNN was increased by adding more layers to the
model.

The results of Figure 4 show a distinct linear relationship between these two
variables. With a tight linear fit such as this, it is clear that knowing one of
these values gives an easy estimate of what the other should be. This graph
also shows that as a CNN grows out of a trivial design, the file size for saving
a model is already growing to megabytes in size. With a packaged format that



is seldom scrutinized and file sizes growing into megabytes quickly, this opens a
useful angle for information hiding and passing through this medium.

Figure 5 shows how quickly a trained ResNet50 HDF5 file grows in size. The
trend still shows a linear increase in size, but the overall HDF5 package begins
quickly growing into hundreds of megabytes in size. This shows that the type
of network does not effect this trend. Even for more complex types of neural
networks, this property of linear growth of the HDF5 file size still holds. This
shows that there is a predictable pattern for varying model file types and that
the type of neural network being saved does not result in different trends.

5.3 Information Injection

The dynamic structure of an HDF5 file allows for extensive amounts of modifica-
tion. The data inserted into the file does not need to have a particular format due
to the flexible Dataset type in the HDF5 standard. Because of this, arbitrary
binary information can be inserted into some Dataset field as long as it does
not compromise the TF2 library loading the model into memory from this file.
The persistence of data in a HDF5 model file is also of note. If the information
manually inserted into the HDF5 file does not load into memory when the TF2
library opens the file, then upon resaving this model, the information will be
lost.

The Root Group at the top level of a TF2 HDF5 file is a legal location for
the insertion of large amounts of data unrelated to the ML system. The inserted
data does not disrupt loading and still allows this model file to be loaded into
the TF2 library. The data stored in the Root Group does not persist through
the model load and save cycle, allowing for simple data to hide up until it is
loaded back into the system. A more significant goal of this injection would be
data that persists through the loading and saving process.

6 Tool Usage

The MLT tool gives the ability to easily analyze an HDF5 file in an unobfuscated
form. After providing a valid HDF5 file, the attributes, Groups, and Datasets
are all displayed in plaintext for visual analysis. It also provides a way to inject
information into a file as a new Dataset without disrupting the structure of the
file so that it can be loaded back into TF2 without disrupting the library.

The forensic tool for analyzing file structure is used with the following com-
mand:

python mlt . py hd f f i l ename [−o o u t p u t f i l e ]

6.1 File Structure

Figure 6 shows the entire content of a HDF5 file being copied to a destination.
It then verifies that the content of the exported file and the original structure
match each other to ensure that the structure is correct.



Fig. 6: Copying the file structure of a HDF5 file with MLT. The copy of the file
is created, and then hashing against the original is run to ensure original was
not modified.

Fig. 7: Attributes of the mnist model.h5 file, displayed with MLT.

Figure 7 demonstrates the initial output of a HDF5 file when printing its
structure directly on the command line. Here, the attributes of the file are also
visible. These attributes are not normally easily accessible for viewing when
obfuscated in the HDF5 format.

Figure 8 shows a snippet of output from the same command line execution as
Figure 7. In this figure, the entire structure of the ML model is shown. This also
demonstrates the directory structure of the HDF5 file format. The non-terminal
Group objects contain other Groups and Datasets inside of them for organizing
the weights of the model and optimizer. The terminal Dataset objects are shown
with their shape property to the right of them, showing what the exact structure
of the ML model is without loading in the HDF5 file into TF2.

6.2 Injection

The tool for the injection of data into a HDF5 file is used with the following
command:

python m l t i n j e c t . py hd f f i l ename copy f i l ename
i n j e c t e d da t a



Fig. 8: Directory structure of Groups and Datasets in the mnist model.h5 file
from the same run of MLT as Figure 7.

This tool allows for an existing TF2 HDF5 file to have data injected into it
with a single command without the need to use either TF2 itself or any other
tool. By extension, it is also capable of easily injecting a new Dataset field into
any HDF5 file. The injection tool leaves the original HDF5 file intact without
modfications and creates a new HDF5 file with the designated copy filename.
The specified injected data is added to the file as a new Dataset object at
the Root Group level. The injected data field can be any type of file that
the HDF5 format will parse. The default name “injected data” is set for the
injected data Dataset inside of the HDF5 file.

Figure 9 shows the use of the MLT injection tool to place an arbitrary
Python file in the previously demonstrated HDF5 file. This particular exam-
ple has named the copy filename field to mnist model injected.h5 and the



Fig. 9: The MLT injection tool creates a copy of mnist model.h5 in the file
mnist model injected.h5 and inserts a new field into the structure. The name
of the field will be “injected data” while the content will be the hello world.py
file’s text.

injected data field is set to a Python file named hello world.py. This mod-
ified HDF5 file loads correctly in TF2 without any difference in behavior from
the original.

It is relevant to this injection process that not all types of file can be easily
placed in HDF5 format. When trying to save a file that uses internal null bytes,
such as a PNG and JPEG file, they will need to be converted from their original
file form to a usable container, such as a NumPy array. Without taking this step,
the h5py library will throw an error. Internal null values are not allowed in the
HDF5 format since nulls are only used as terminators [19].

Fig. 10: Structure of the newly created file mnist model injected.h5, with the
“injected data” field added.

Figure 10 shows that this injection into a new field was successful. After
injection, the MLT tool was used to analyze the file structure of the previously
clean file again. The injected data is shown as the top level Dataset field in the
HDF5 file above the Groups for the model and optimizer weights.

6.3 Tool Forensic Evaluation

The dataset used includes various CNN model files with varying shapes and a
number of features. This dataset was created with varying CNN architectures
to test the detection of abnormal data in these HDF5 files. Each of these files is
created through the normal training process in TF2 and the export of a HDF5
file after training has been completed. The injection was performed into the
Root Group. The MLT tool was run on each of these files and notified if the
structure did not match the expected structure in Table 1. Table 2 shows the
varying number of trainable parameters in each of the tested files and if the



tool is correctly identified once the information is injected. The file size does not
affect detection of data injection.

Table 2: Table of CNN Sizes and Detection Success

# of Trainable Parameters in CNN Injection Detected

24,000 Yes
48,000 Yes
68,000 Yes
90,000 Yes
122,000 Yes

7 Discussion

The highly obfuscated HDF5 package produced by TF2 shows the potential for
vulnerability due to the flexibility of the file format itself and the lack of checks
performed through the TF2 library for manipulation. The behavior of the TF2
library is not initially affected by data injection not designed for exploitation, but
could be utilized for malicious behavior should a new exploit in the HDF5 format
be discovered. This possibility is especially worrying in the recently discovered
exploited documented by CVE-2022-25942, CVE-2022-25972, and CVE-2022-
26061 [5–7]. These exploits are recent discoveries that allow for arbitrary code
execution on a machine, which is a very precarious scenario if these exploits are
used against a critical system. If a zero-day exploit becomes known to bad actors
that circulate these TF2 HDF5 files in public spaces, then ML systems could be
attacked through the libraries and packages that make the system operate.

With data injection demonstrated to be possible and CNN packages from
TF2 rapidly growing to the size of megabytes, it is clear that information hiding
in this format is possible. Even if multiple megabytes needed to be obscured, this
is already possible with a simple CNN of just one hundred thousand parameters.
While the persistence of the data is a questionable subject, this medium is viable
for simple data injection that needs to keep the data in an obscured form.

With the rise of machine learning and obfuscated formats to support dis-
tributed trained models, the possibility of abusing the medium becomes more
viable. Many developers and researchers using these systems do not closely exam-
ine the packages they download and pass into the TF2 library. The exploitation
of ML systems could be catastrophic for software in any domain that uses it,
which is incredibly important with its current widespread use. The need to secure
these libraries against all types of adversarial attack is becoming more urgent as
these systems grow and deploy across all fields.



7.1 Limitations

Limitations to this current work include the domain on which is works and the
type of detection that can be performed. This work focuses specifically on the
HDF5 format for TF2 and analyzes it as a file forensics task based on the format
specification. For this detection method, there are no insights made on the model
and optimizer weights to verify that they are correct.

8 Conclusion and Future Work

The growing number of libraries and the consistent updates they receive leave
many opportunities for security issues in this area. While HDF5 is a format that
attracts attention and is in use, there are many other formats to explore. Many
ML systems are relatively new and do not have much literature on the security
of common formats or proprietary formats for model packaging. Examples of
current file types of interest would be those for PyTorch (.pt), ONNX (.onnx),
TF2 Protobuf format (.tf), and TensorFlow Lite (.tflife). Exploring different file
types and ways of structuring ML data is a viable thread to uncover library and
/ or format-specific issues.

A model registry is a modern tool in the Machine Learning Operations
(MLOps) domain to assist in verifying a ML model. The registry is a repos-
itory to store and version ML models as they are modified over time. Model
registries allow the models, data, and training processes in a system to change
with less worry about errors occurring in a MLOps pipeline.

Once a model is registered, there are several pieces of metadata attached
to it in storage. The metadata stored for a model typically includes a unique
identifier, training data, training process, and version number. For closed and
secure MLOps systems, this type of solution is especially desirable.

These systems are also useful for an individual or group utilizing pre-packaged
model files but lack a rigorous system of verifying the authenticity and safety of
a model before use. Even if a model has some anomalous data implanted in it, a
model registry may still accept the model for storage. This leaves unsuspecting
individuals open to various kinds of exploit by carelessly using a file from a
seemingly trustworthy source.

There could be another layer of security added to the MLOps pipeline for
verification. This would ensure that the content of a ML model does not contain
malicious data and could be a vital improvement for these systems, especially
those used by a large number of people to upload and download model files.

It would also be viable to explore a large number of ML models with different
mechanisms and intended uses. Analyzing what differences there are, if any,
between ML systems in a single library could provide insight into vulnerabilities
for certain types of models. The many different structures of models make it
possible for security risks to appear due to high variability formats such as
HDF5.
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